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ABSTRACT

Pragmatically, machine learning techniques can improve educators’ capacity to monitor students’ learning progress when applied to quality data. For developing countries, the major obstacle has been the unavailability of quality data that fits the purpose. This is partly because the in-use information systems are either not properly managed or not accessible due to ethical issues and bureaucratic processes and procedures. System log data, which is readily available for educators who use electronic learning management systems, provides opportunities for applying machine learning techniques and devising practical solutions. This study analyzed real system log data as a viable alternative for potential use in machine learning-based monitoring of students who are receding in their learning. The analysis proposed several indicators of recession, and how they can be combined to ease monitoring and visualization. The proposed indicators and visualization can be used by educators to monitor students and intervene proactively.
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INTRODUCTION

The COVID-19 pandemic has drastically changed the educational landscape by forcing educators to use technology to virtually provide access to learning opportunities. As Harper (2021) reports, more educators have said that technology should be a core part of their businesses. Increasingly, higher learning institutions are embracing the use of learning management systems such as Moodle (Ferdianto & Dwiniasih 2019). This kind of technology is enabling educators to provide Open and Distance Learning (ODL) opportunities to people who cannot attend traditional face to face learning institutions. The wider adoption of technologies means that more data is increasingly collected to enable applications of Artificial Intelligence (AI) in addressing chronic challenges in the education sector. As learners increase disproportionately with investments in education, many AI applications such as task automation, personalization, smart content creation, and learner support become more attractive to educators.

Unlike conventional educational institutions, ODL institutions have the advantage emanating from the necessary use of digital learning management systems. One of the advantages is the availability of various digital data that constitute profiles of learners and their digital dossier or footprints (Wigmore 2014). However, many ODL institutions have not been able to fully integrate their systems for achieving coherent digital footprints of their learners and subsequently relating them to other aspects of learning management. This means that the depth, breadth, and quality of footprint data from these systems are not known. Typically, inherent problems related to duplication, indexing, and missing data are the norm. In this article, log data from one of the best performing ODL institutions in developing countries is analyzed for the potential application of machine learning. A case study of predicting learning recession (Kalegele 2021) is used because not only does it underpin the desired outcome of
the educational institution, but it is probably the most usable application of the currently available data. This article uncovers the breadth, depth, and quality of log data from the learning management system of The Open University of Tanzania from the perspective of machine learning application.

What limits application of Machine Learning in education

Machine learning is a core part of AI that focuses on learning algorithms that use data to establish patterns that are later generalized to new or unseen data. When using the algorithms in supervised mode, at least three datasets are involved; training, validation, and test data. A training dataset is a set of examples that have been recorded and are used to fit the parameters of a machine learning model (James et al., 2013) which is denoted as $D = \{(x_i, y_i)\}_{i = 1}^N$ where $x$ is a vector of training examples comprising of $M$ features or attributes and $y_i$ is a label of an example. The learning process aims at fitting a machine learning model which is then evaluated in an unbiased way using a validation dataset while optimizing associated parameters (Brownlee 2020). The unbiased evaluation of the final fitted model uses a test dataset which is sometimes used interchangeably with the validation dataset.

In the past, when assessing algorithms, discussions often focused on how complex algorithms work. However, the type and quality of data used by the algorithms are equally important. There exist large living collections of databases that are used by AI and machine learning communities for empirical analyses of algorithms such as The UCI Machine Learning Repository (Dua & Graff 2017). Such kinds of databases have enabled discovery, benchmarking, and improvements of algorithms in profound ways. One of the most widely used datasets is IRIS (Monahan 2020). Recently, academic researchers have increased attention to the quality of data used in AI and machine learning (Richardson, Schultz, & Crawford 2019). Algorithms can only be as good as the data they use based on the garbage-out principle. When assessing the quality of data, many issues are looked at: for example issues of completeness, accuracy, consistency, timeliness, duplication, validity, availability, and provenance (Cichy & Rass 2019). In AI and machine learning applications, these issues are broadened in scope to ensure that data is properly aggregated for learning about patterns in data, automating processes, and supporting decision-making. Moreover, data must constitute enough observations to avoid over-fitting during training (Ying 2019). The task of establishing whether data is fit-for-purpose can be daunting, and it poses an attractive challenge to researchers. In the education sector, which is the focus of this article, researchers have constantly tested various datasets to develop usable machine-learning models that solve task automation challenges.

Table 1 summarizes examples of attempts to use different data in machine learning applications in education. Moreover, Hernández-Blanco et al., (2019) compiled datasets from the year 2015 to 2018 that have been used to demonstrate how machine learning techniques can be used to improve efficiency in the education sector. Although the potential of AI in education is widely acknowledged, there are still data-related obstacles to overcome to unleash them. As noted by UNESCO (2021), any application of AI in educational contexts should properly address data related issues specific to education. However, there are also inherent issues that are likely to delay the application of AI in the education sectors of developing countries. Two issues that motivated this research are the inadequacy of data and of ethics in the education sector. Most developing countries have not been successful in managing the quality of data and its archival in digital forms. At best, educational institutions are maintaining admission and students’ academic records which are not easily accessible due to ethical and privacy limitations.
Table 1: Previous efforts to use different data in machine learning application

<table>
<thead>
<tr>
<th>Source</th>
<th>Type of data</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lee and Chung</td>
<td>School administration</td>
<td>Data from central Database in Korea. It included attributes such as unauthorized absence, and unauthorized lateness.</td>
</tr>
<tr>
<td>(2019)</td>
<td>data</td>
<td></td>
</tr>
<tr>
<td>AlZu’bi et al.</td>
<td>Facial images</td>
<td>Image classification and deep learning techniques were applied to detect the emotions of student and teachers</td>
</tr>
<tr>
<td>(2022)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ONAN (2021)</td>
<td>Learner reviews</td>
<td>Conducted sentiment analysis on Massive open online courses with focus on efficiency of ensemble and deep learning</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tan and Shao</td>
<td>Admission Data</td>
<td>Statistics about enrolled and graduated students in China.</td>
</tr>
<tr>
<td>(2015)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sivakumar et al</td>
<td>Survey data</td>
<td>A dataset of 240 samples collected randomly through survey at university</td>
</tr>
<tr>
<td>(2016)</td>
<td></td>
<td>located at India.</td>
</tr>
<tr>
<td>Herodotou et al.</td>
<td>Academic performance data</td>
<td>Student data and their academic records</td>
</tr>
<tr>
<td>(2017)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bhardwaj et al.</td>
<td>Facial images</td>
<td>Developed algorithm for real time detection of emotions such as anger, disgust, fear, happiness, sadness, and surprise.</td>
</tr>
<tr>
<td>(2021)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Learning Recession

Learning recession is a term used to refer to a condition when there is a significant decline in the learning activities of a student for an extended period (Kalegele 2021). The term has been borrowed from the field of economics in efforts to broaden the concepts of dropout and completion rates. Learning recession is a generic concept whose definition can be adapted to varying contexts such as online activities, discipline, and academic performance. In this article, the scope is learning recession in the context of online activities. Conceptually, learning recession represents worrying and undesirable episodes within the trajectory of any student’s experience, including those who end up completing their programmes of study.

In ODL, online activities are the only way to measure engagement. According to many scholars, engagement is as important as grades (Estrada et al., 2021; Paulsen & McCormick 2020). When students are not engaged, grades do not matter as much because there is less assurance that they can continue learning. Over the decades, many theories that relate to students’ learning experiences and achievements have been developed. Examples include student departure theory (Berger & Braxton 1998), quality of student effort (Pace 1982), student involvement theory (Astin 1984), and causal model of college environmental effects (Pascarella 1984).

Simplistically, the problem of predicting learning recession comes down to the selection of a proper indicator and differentiating recession from holidays and periods of inactivity as per the almanac of the institution. For the sake of argument, suppose the cumulative number of students is an indicator of choice, Figure 1 and Figure 2 show the probable impact of discovering and intervening potential recession. Using a cumulative number of online sessions, Figure 1 shows a conceptual trend of a student. In the figure it is shown that at least students are expected to have completed 203 sessions before completion (i.e., minimum required
sessions). The figure also shows three potential episodes of learning recession, as indicated by the arrows. *Figure 2* shows a potential situation if the middle recession episode is intervened whereby the student is seen to have completed early (i.e., the student achieves 203 sessions in week 34 instead of week 43 which is 9 weeks earlier).

![Figure 1: Conceptual cumulative sessions with probable recession episodes](image1)

![Figure 2: Conceptual cumulative sessions after overcoming recession](image2)

**METHODS**

The data mining approach, as explained by Shearer (2000) and Schröer, Kruse, & Gómez (2021), was used to investigate how value can be added to the digital footprints of open and distance education students. After understanding underlying learning processes, data analytics techniques were applied to digital footprint data to extract interesting patterns.

**Data**

The source of data is the Learning Management System (LMS) based on Moodle which has been used by the Open University of Tanzania (OUT) for more than 14 years. The LMS keeps events log data for all student’s online activities. At OUT, online activities on LMS are limited to access to learning materials, submission of assignments, timed tests and quizzes, and discussion forums. Events log data consists of student identification, event timestamp, event type, and event description as shown in *Table 2*.

**Table 2: Example entry in events log**

<table>
<thead>
<tr>
<th>Field</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>10/02/18, 21:51</td>
</tr>
<tr>
<td>User full name</td>
<td><strong>Surname Firstname</strong></td>
</tr>
<tr>
<td>Affected user</td>
<td>-</td>
</tr>
<tr>
<td>Event context</td>
<td>File: NOTES 1:Module 1</td>
</tr>
<tr>
<td>Component</td>
<td>File</td>
</tr>
<tr>
<td>Event name</td>
<td>Course module viewed</td>
</tr>
<tr>
<td>Description</td>
<td><code>.. user 53 ... viewed ... id '943'... course ... id '245'</code>.</td>
</tr>
<tr>
<td>Origin</td>
<td>web</td>
</tr>
<tr>
<td>IP address</td>
<td><strong>130.24.11.26</strong></td>
</tr>
</tbody>
</table>

**Bolded** text is dummy data for purposes of illustration.
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Sampling

Events log data of students who enrolled and registered in 2015/16 were extracted from the system. A total of 1431 logs were extracted using the convenience sampling technique. The technique was preferred because of two reasons:

1. Cost and time effectiveness: Processing event log data in raw form is a time consuming and tedious process. The log data had never been analyzed before; it was not clear what to expect. Therefore, it was deemed logical to only use logs for one year of enrollment.
2. Monitoring requirements: In the interest of the study, it was necessary to include students who have been studying long enough to know their completion or graduation status.

Analysis and preparation of datasets

Mainly, analysis was done using Python pandas (https://doi.org/10.5281/zenodo.3509134 2020), its data structures, and operations. Pandas was preferred because it fitted the purpose and is an easy to use open source option. The following analysis was done.

i. Events log data of all students were combined and statistically described. For each student, the latest completion status was also established using a manual process.
ii. Key data attributes of interest were extracted from the event description. As shown in Table 2, they include student identification and course identification.
iii. For each student, logged-in and logged-out events were correlated to create sessions, and associated statistics were calculated.
iv. Data was cleansed by removing outliers.

Dataset for predicting completion

A standard supervised machine learning process was used to develop a prediction model. It involved four stages as follows:

1. Learning examples in the dataset were labeled as graduated or continuing based on the information obtained from the University authority.
2. 10% of the dataset was set aside as a test set while the remaining 90% was divided into training and validation sets in an 8:2 ratio respectively.
3. Models were developed using Logistic regression, K-Nearest Neighbors, Support Vector Machine (SVM) classifier, Naive Bayes, Multilayer Perceptron (MLP) neural network, and Random Forest algorithms. Although this article is not investigating the performance of algorithms, these were selected because the literature indicated that they have been used in education. Scikit-Learn API (Pedregosa et al., 2011) was used to provide implementations of the specific algorithms.
4. During training, hyperparameters were optimized using a randomized search cross-validation approach. The approach allows for the definition of a search space as a bounded domain of hyperparameter values which are then randomly selected. Scikit-Learn API was used to provide the implementation of the randomized search cross-validation.
5. k-fold cross-validation (Allen 1974) was used to estimate skill of each of the developed models on unseen data. The value of k was set to 10 because it is the most used and its performance has recently been validated (Marcot & Hanea 2021).
Recession detection

Detection of recession in a student’s learning is a complicated task because it is often rare and therefore must be dealt with from unbalanced data. Nonetheless, it is important to be done because it can inform regulations of learning institutions in efforts to enact countermeasures. As a starting point, this study formulated a simple but pragmatic solution for a complex problem, following in the footsteps of many scholars who believe that the best solution is one which is built from simplicity. Thus, this study assumes that a lapse in student engagement indicates a recession in some way. The study opts for an unsupervised learning approach instead of a supervised one to avoid the complications of dealing with unbalanced data for rare events. According to Mahesh (2020), two commonly used unsupervised approaches are clustering (e.g., K-Means) and dimensionality reduction such as Principal Component Analysis (PCA). In this work, PCA based algorithm was used to find a projection of the data that maximizes the variance and obtain a new single variable called recession delta. The projection axis is then used to project any new data which will be seen whereby the magnitude of the recession delta will indicate the level of engagement.

RESULTS AND DISCUSSION

Online sessions

Digital footprint data for 1431 students were extracted from the logs of the learning management system. The data included user-id, session start time, session end time, session duration, and session description. Example data items are shown in Table 3 where tags (e.g., list 180 user-id1) were used to represent session descriptions as lists of associated events. From the data, it was established that there are an average of 218 active students in a month, each of whom engages with the system 4 times.

<table>
<thead>
<tr>
<th>session id</th>
<th>start time</th>
<th>end time</th>
<th>duration</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>180 userid1</td>
<td>15/03/2021 13:44</td>
<td>15/03/2021 14:47</td>
<td>63</td>
<td>list 180 userid1</td>
</tr>
<tr>
<td>179 userid1</td>
<td>14/03/2021 15:03</td>
<td>14/03/2021 15:09</td>
<td>6</td>
<td>list 179 userid1</td>
</tr>
<tr>
<td>178 userid2</td>
<td>12/03/2021 16:39</td>
<td>12/03/2021 18:08</td>
<td>89</td>
<td>list 178 userid2</td>
</tr>
</tbody>
</table>

Features selection

From the sessions, 9 attributes were selected: number of sessions (NS), mean session duration (ASD), total study time (ST), total course views (NCV), unique course views (UCV), number of assignments (NA), number of submissions (NAS), forum activities (NFA), and public private IP ratio (PPR). The correlation matrix of these attributes is shown in Figure 3 below.

Data aggregation options

Timestamping of the log data offers several aggregation options giving users views of interest into the data. After encoding the data with one-hot encoding for categorical features and scaling numerical features using StandardScaler, four aggregation options were confirmed to be plausible. These are shown graphically in Figure 4 below. For this study, option 4 was used whereby aggregation was done monthly per programme.
Recession delta

For detecting recession in learning, six (6) additional features were included in the analytics: number of active months (NAM), number of inactive months (NIM), log timespan in days (LD), gender (G), and programme (P). This followed the observation that there are long inactive periods within the digital footprints of the students. Moreover, gender influences the dynamics of online engagements as shown in Figure 6 below. In the figure, it can be noted that more females abscond than males while more males postpone studies more than females. Also, the proportion of females who graduate is higher than the proportion of females who continue.

Equation 1:

\[ \Delta d_i = d_i - \bar{d} \]  where \( 0 < i < N \)

Equation 2:

Level of engagement, \( e_i = \) [

- Significantly more engaged if \( \Delta d_i \geq 0.75 \)
- Slightly more engaged if \( 0 \leq \Delta d_i < 0.75 \)
- Slightly less engaged if \( -0.75 < \Delta d_i < 0 \)
- Significantly less engaged if \( -0.75 \leq \Delta d_i \)

The PCA algorithm based projection model had reconstruction error (mean squared distance) of 5.09 on training dataset and 4.80 on the test dataset. Using the projection, for each programme of study with total number of students \( N \), and for a certain calendar month, the average one dimension value was calculated as the programme mean dimension, \( d \). Students’ reduced dimension values for the month was compared to the programme’s overall value to obtain their recession delta \( \Delta d \) as shown by Equation 1 above. Normalized values of delta were then used to determine level of engagement using a simple threshold values as shown in Equation 2 above using 25% (any threshold value can be used depending on the need of the institutions). This allowed the study to categorize students in a monthly basis for four years based on their digital footprint data. Example categorization using a programme of Bachelor of Arts in Public Administration is shown in Figure 5.
Completion prediction model

Using the processed data, the study compared several learning algorithms for pragmatic use in predicting how many students were likely to graduate. The study found that, in terms of F1 Score, SVM and MultiLayer Perceptron (MLP) performed better than other algorithms (i.e., Random Forest, Logistic Regression, KNN, Gradient boosting, and Naive Bayes). Training performance also exhibited a similar order except for KNN and Random Forest. That is, although KNN offered less performance in terms of F1 Score, its training was slightly more efficient and less sensitive.

The data in Table 4 below summarizes the training and performance metrics for all tested algorithms.

**Table 4: Training performances of tested algorithms**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Training Acc</th>
<th>X-validation Acc</th>
<th>AUC</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM classifier</td>
<td>86.02</td>
<td>74.68</td>
<td>0.9068</td>
<td>0.8952</td>
</tr>
<tr>
<td>MLP</td>
<td>83.75</td>
<td>78.65</td>
<td>0.8830</td>
<td>0.8700</td>
</tr>
<tr>
<td>Gradient boosting</td>
<td>76.79</td>
<td>74.51</td>
<td>0.8434</td>
<td>0.8259</td>
</tr>
<tr>
<td>Random forest</td>
<td>75.19</td>
<td>73.74</td>
<td>0.8298</td>
<td>0.8231</td>
</tr>
<tr>
<td>K-NN</td>
<td>77.13</td>
<td>73.57</td>
<td>0.8347</td>
<td>0.8172</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>75.19</td>
<td>73.75</td>
<td>0.8024</td>
<td>0.8172</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>72.31</td>
<td>71.20</td>
<td>0.7566</td>
<td>0.7960</td>
</tr>
</tbody>
</table>

**DISCUSSION**

The potential for applying machine learning to improve education was manifesting quite slowly before the COVID-19 pandemic. One of the reasons was the lack of accurate and quality
data that will enable the development of practical machine learning models. The pandemic has drastically changed educational landscapes by forcing educators to use technology to virtually provide access to learning opportunities. This is resulting in the accumulation of quality digital footprint data, attracting a revisit of previous studies to validate results (Thanh Noi & Kappas 2018) and new aspects such as the detection of undesirable emotions during learning sessions (AlZu'bi et al. 2022; Bhardwaj et al. 2021).

As much as the overall aim of applying machine learning in education has remained on achieving precision education, its success also remains dependent on mining digital footprint data. In most cases, existing approaches are incomparable as they differ in breadth and depth of features as well as context. Contrary to other studies in the same context (Mwalumbwe & Mtebe 2017), the inclusion of course specific attributes has resulted in four data aggregation options. Although this study dealt with the option that focuses on analytics of study programmes viewed monthly, the approach enables analytics at course and semester levels.

Recession delta, presented in Equations 1 and 2, is an interesting attempt to change the paradigm whereby the central focus has mainly been on determining progression and completion rate. Because students at The Open University of Tanzania are mostly working adults with family, it was realized that every episode of recession is potentially detrimental to their overall progression. This is clearly explained in Figure 1 and Figure 2 where a recession intervention leads to early completion. Moreover, the reported high enrollment rates at open and distance learning institutions often amount to vanity metrics because experts suggest that factors such as student engagement and experience matter a lot (Jordan 2015; Hernández-Blanco et al., 2019). In this study, Equation 2 enables the proposed approach to track engagement levels for early intervention.

Algorithms that were tested in this study yielded positive results for pragmatic applications. Validation performances were consistent with training performances except for KNN and Random Forest whereas KNN offered less performance in terms of F1 Score while its training was slightly more efficient and less sensitive. This observation validated previous studies (Thanh Noi & Kappas 2018) which investigated performances of non-parametric algorithms and noted that the two algorithms offer mixed levels of performance. For pragmatic applications using digital footprint data from learning management systems, most of the non-parametric and supervised algorithms can be used and will offer varying performances depending on levels of optimization and quality of data.

CONCLUSION

Key contributions

This paper presents a viable alternative, which is relatively cheap, for tracking students’ learning and enabling instructors to identify students who need interventions. If systems are properly configured to log events correctly, log data can be harnessed to facilitate some learning management activities. It validates observations by other researchers that learning analytics using digital footprints can help to identify struggling students much earlier. For instance, Purdue University in the United States was using learning analytics to identify problems as early as the second week by merging information known about individuals and their digital footprint. (Sclater, Peasgood & Mullan 2016; Pistilli & Arnold 2010). In our case, the challenge of proper data management is preventing easy access to student information. Resources are needed to curate most data before they can be used, something which will take time. Among the key findings:
• This study observed that the proportion of females who graduate is higher than the proportion of females who continue. An additional study is needed to correlate this observation with new information from students.

• This paper proposes a set of attributes and associated processing which can be aggregated at four different points (i.e., coursework level, courses level, semester, and programme level as shown in Figure 4) to generate a variety of datasets for further application of analytics. A previous study in a similar context of developing countries was limited to few statistics which included login frequency, time spent, number of downloads, interactions with peers, number of performed exercise, and number of forum posts (Mwalumbwe & Mtebe 2017). This study introduced various new features for the context as explained in Sections 2 and 3. Potentially, applying proper analytics on data can be used to develop various management dashboards.

• This paper also proposes the use of Principal Component Analysis on log data to reduce its dimensionality and enable visualization of learning recession as explained in previous subsections.

• This paper presents a handy technique for processing log data from a Moodle-based learning management system hinged on session statistics and a corpus or list of events as shown in Table 3.

• This paper depicts that log data alone, without details of students' grades, cannot produce completion prediction models with the desired level of performance for any practical use.

Limitations

• Prediction of students’ completion of study and detection of learning recession that are presented in this paper are limited to the use of log data only. The study focused on understanding the breadth and depth of the log data. If log data is supplemented with academic grades, better performances will be attained.

• The produced models were only cross validated and not tested against students in subsequent years. Open universities provide golden opportunities to test these kinds of models. However, the most benefit will be obtained if models are built from more integrated datasets as is with Open University Analyse (Kuzilek et al., 2015), and the lowest aggregation point (i.e., Option 1 in Figure 4).

• The graduation prediction model could be adjusted for optimal precision-recall balance to achieve better performance. This was not achieved in the current study because we realized that more data and features would be more useful, but it is something that will not be possible soon. An interesting new study will be the creation of richer datasets per specific programmes of study from real life experiences of open universities.

KEY TAKEAWAYS

This paper presents a case of using digital footprint data from the learning management system to enable interventions for learning recession and the inability to complete studies on time. In the paper, it is shown that log data constitutes sufficient digital footprint to allow such use as detecting learning recession. The approach to detect recession based on Principal Component Analysis which was established pragmatically was shown to be viable for practical use. It is shown that not enough performance is achieved when the data is used to predict
the prospects of completion of studies. The research also generated useful datasets which promote further discussion and research.
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